Ants Find the Shortest Path when
the Nest and Food Nodes are
Connected
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» Ants deposit pheromones to help
future ants navigate towards food
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April 20, 2023 4/19



The Model

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V, E)

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V/, E) with initial edge
weights w(® all equal to 1

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V/, E) with initial edge
weights w(® all equal to 1
e V contains two vertices labelled N and F connected by a single edge e

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V/, E) with initial edge
weights w(® all equal to 1
e V contains two vertices labelled N and F connected by a single edge e

o Given weight vector w(", an Ant performs an Edge-Weighted
Random Walk from N to F

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V/, E) with initial edge
weights w(® all equal to 1
e V contains two vertices labelled N and F connected by a single edge e

o Given weight vector w(", an Ant performs an Edge-Weighted
Random Walk from N to F

e As we do, we keep track of our history, forgetting about loops as soon
as they occur

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V/, E) with initial edge
weights w(® all equal to 1
e V contains two vertices labelled N and F connected by a single edge e

o Given weight vector w(", an Ant performs an Edge-Weighted
Random Walk from N to F

e As we do, we keep track of our history, forgetting about loops as soon
as they occur

@ Once we reach F, we reinforce the weights of the edges on the N — F
path by 1

April 20, 2023 5/19



The Model

@ Suppose we have a (simple) finite graph G = (V/, E) with initial edge
weights w(® all equal to 1
e V contains two vertices labelled N and F connected by a single edge e

o Given weight vector w(", an Ant performs an Edge-Weighted
Random Walk from N to F
e As we do, we keep track of our history, forgetting about loops as soon
as they occur

@ Once we reach F, we reinforce the weights of the edges on the N — F
path by 1

(n)
w
masn—}OO

@ We are interested in w(" :=
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Some observations

o welo1]E
@ Dynamics unaffected by transformation w — cw for some ¢ € R
e In particular, can use w instead of w

@ The path any ant takes back from F to N is simple (no loops)

@ Only 1 edge connected to N is reinforced by each ant (same goes for
F)

7TN(';'\/) = ZXEV!XNN WI(VZ) —1

Proof.

(n)
7'(-N(VA|/('7)) — ZXEV;:]-N Wix ]
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v“vé") — 1 and all the other weights tend to 0
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What is a Polya Urn?

Standard Urn Model:

..Q o O ‘.%)
o 00 o0 eoC

Let w(") = # white balls at time n. (w(”)),,zg is a p-Urn process when

P (W<~+1> — ) 1\ w®, ., W<n>) — p(W™),p: (0,1) — (0,1)
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Why do we Care?

We have the following result on p-urn processes:

If p(w) > w for every w € (0, ¢) for some c € (0,1), then
liminf o W > ¢

April 20, 2023 10/19



Calculating Reinforcement Probabilities

April 20, 2023 11/19



Some Notation

April 20, 2023 12/19



Some Notation

We want to calculate
p(w) :=P(w{™™ = Wl + 11w = @)

April 20, 2023 12/19



Some Notation

We want to calculate
p(W) = P(w{™™ = wl” + 1)w(" = W) (probability we
reinforce e given weights W)

April 20, 2023 12/19



Some Notation

We want to calculate
p(W) = P(w{™™ = wl” + 1)w(" = W) (probability we
reinforce e given weights W)

o Let S be the set of neighbours of N excluding F

April 20, 2023 12/19



Some Notation

We want to calculate
p(W) = P(w{™™ = wl” + 1)w(" = W) (probability we
reinforce e given weights W)

o Let S be the set of neighbours of N excluding F
o For x € S, define:

April 20, 2023 12/19



Some Notation

We want to calculate
p(W) = P(w{™™ = wl” + 1)w(" = W) (probability we
reinforce e given weights W)

o Let S be the set of neighbours of N excluding F
o For x € S, define:

o px(W) as p(W) conditioned on first going to x

April 20, 2023 12/19



Some Notation

We want to calculate
p(W) = P(w{™™ = wl” + 1)w(" = W) (probability we
reinforce e given weights W)

o Let S be the set of neighbours of N excluding F
o For x € S, define:

o px(W) as p(W) conditioned on first going to x
o T4 as the time it takes to hit set A starting from x

April 20, 2023 12/19



Some Notation

We want to calculate
p(W) = P(w{™™ = wl” + 1)w(" = W) (probability we
reinforce e given weights W)
o Let S be the set of neighbours of N excluding F
o For x € S, define:
o px(W) as p(w) conditioned on first going to x
o T4 as the time it takes to hit set A starting from x

px(W) = P(7py < 7¢|W)p(W)
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Lemma 4: p (W) = P(13 < 78|W)p(W)
Conditioning on first step of random walk:

VAVe WNX
We + ZXGS WNX VAVe + ZXGS WNX

p(w) = px(W)

XxES
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A key result

Lemma 4: p (W) = P(1y < 78|w)p(W)
Conditioning on first step of random walk:

~ We ‘;‘\/Nx N
p(W) = +> px(W)

We+zxe5 ‘;‘\/Nx xS We+2x€5 WNX

We ‘;‘\/Nx ~ A
= — - +ZA —P(y < 7F|W)p(Ww
We + ZXES Wnx xES We + ZXGS Whix ( N F| ) ( )
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A key result

Lemma 4: p (W) = P(13 < 78|W)p(W)
Conditioning on first step of random walk:

p(i) = —— e e (w)
We + D ves Whx % We £ D yes Wi
We WNX ~ ~
- _ 4+ _ —P(ry < TF|W)p(W
We+ZXe5 WnNx ;WeﬁLZXeS WnNx ( N F| ) ( )

= (w +> WNX> p(W) = We + p(W) Y WP(75y < TE|W)
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Conditioning on first step of random walk:

We Wnix

p(w) = — — 4+ — —— Py (W
( ) We —+ ZXES WnNx ; We + ZXGS Wi X( )
_ e + 3 o P(r < TE|W)p(W)
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A key result

Lemma 4: p (W) = P(13 < 78|W)p(W)
Conditioning on first step of random walk:

We Wnix

p(w) = — — 4+ — —— Py (W
( ) We —+ ZXES WnNx ; We + ZXGS Wi X( )
_ e + 3 o P(r < TE|W)p(W)

We+ZX€S VI‘\/NX xeS W3+ZX€S WNX

= (W + WNX> p(W) = e + p(W) Y WP(75y < TE|W)
x€eS x€ES
We

= V) = =
PIW) = = 3 ves WnP(TE < 73| W)

p(We|W_e)
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@ We want to show we — 1 and all other weights tend to 0

o
We
VAVe + ers VAVNX]P)(T;_E < T,)\(I|VAV)

p(W) =
o If p(We) > We for we € (0, ¢) then liminf W > ¢

o & We+ Y o5 WnP(TE < TIW) <1
@ Recall Lemma 1: mn(W) 1= We + > s Wnx — 1
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e Pick a c € (0,1) and assume W, € (0,¢). Then Ix € S : Wpy > 0
(Lemma 1). Call it y

@ Since wy, > 0,

IP’(T% < 7',{,|vAv) <1—wp/|V|
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@ Pick a c € (0,1) and assume W, € (0,¢). Then 3x € S: W, >0
(Lemma 1). Call it y

@ Since wy, >0,

P(rg < 7ylw) <1 — iy /| V|

@ Then

We + ) WP(TE < TyIW) < e+ > Wi + Wiy (1 — Wiy /| V)

x€S xeS\{y}
= We+ZWNX - V/'\/I%Iy/|v|
x€ES
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@ Pick a ¢ € (0,1) and assume W, € (0,¢). Then Ix € S : Wpy > 0
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@ Since Wy, > 0,

P(rf < 7ylW) < 1— iy /|V]

@ Then
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@ Pick a ¢ € (0,1) and assume W, € (0,¢). Then Ix € S : Wpy > 0
(Lemma 1). Call it y

@ Since Wy, > 0,

P(rf < 7yli) < 1=y /|V]

@ Then

We + Y WP(TE < TNIW) < We D W + Wiy (1 — Wy /| V)
x€S xeS\{y}
——
=0
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e Pick a ¢ € (0,1) and assume W, € (0,¢). Then Ix € S : Wpy > 0
(Lemma 1). Call it y

@ Since Wy, > 0,

P(rf < 7ylW) < 1— iy /|V]

@ Then

We + Y WnP(TE < TRIW) < We+ Y e+ iy (1 — Wiy /| V)
xes xes\iy}
=1-Wg,/|VI<1

—
>0

@ Soliminfw, > ¢
o But we assumed nothing about c!!!
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e Edge length? (actually not that bad)
@ What about when N and F not connected?
e Multiple food sources/ nests?

@ Other reinforcement rules
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) + Lgm Wén)
n+2 n+1

e e -

L) () _ W
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Lemma 3 Sketch Proof

Let A(" := {e reinforced|w(M}.
At () W + Lygm wl"
¢ ° n+2 n+1

w11 -
- <n+2 n+1)+n+2 A
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Lemma 3 Sketch Proof

Let A" .= {e reinforced|vAv(”)}.

n)
1 4
W£n+1)_w(n)_we + 1 4 We

e — —

n+2 n+1
1 1 1
g én) — I]'.A(")
n+2 n+1 n+2
_ L 1

April 20, 2023 19/19



Lemma 3 Sketch Proof

Let AN .= {e reinforced|vT/(")}.

(n)

)-l-ﬂA(n)_ We

n+2 n+1

_(n) 1 _ 1 1 1

- e <n+2 n+1>+n+2 Al
1 1 o ~

= n+2w(")+ P <]l.,4(n)_P( én))+P(W§n))>
1

=33 (P(Wén)) — "+ 1 g0 — P(Wén)))

W§n+1) B Wén) _ Wén
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Lemma 3 Sketch Proof

Let A" .= {e reinforced|vAv(”)}.

VAVgn+1) _ VAVén) _ Wé“) +1am Wén)

n+2 n+1

_(n) 1 _ 1 1
- (n+2 n+1>+n+2ﬂf‘(”)

S N ) 1 o~ (n) ~ (n)
=~ "+ — (L — p(H") + ("))
=L o) — 2 110 — p(ad7)
n+2 e e A L e )
F(u/?/é")) mean zero
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Lemma 3 Sketch Proof

Let A" .= {e reinforced|vT/(")}.

n+2 n+1

VAVénH) _ v“vé”) B wi 4+ 1 4 wim

_ . (n) 1 B 1 1
- (n+2 n—{—1> + n+21A(")

I () 1 ~ (n) ~ (n)
W +n+2(1,4<n> p(#") + p(#i"))

1 AN ~ (n AN
=3 p( é))—We()Jr]lA(n)—P(Wg ))

F(v“vgn)) mean zero

This makes (Wg")> . a Stochastic Approximation Process:
n=z
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Lemma 3 Sketch Proof

Let A" .= {e reinforced|vT/(")}.

vAv(gnH) B wﬁ") wim 4 1 4(n) wl™

n+2 n+1

_ . (n) 1 _ 1 1 1
- <n+2 n+1>+n+2 AW

_ 1 ) 1 o a(n) ~ (n)
=Tl + no (1,4(") p(We ) + p(We ))
1 AlNn A ~A\Nn
= s | ") — e+ L — p(”)
F(v“vé")) mean zero

This makes <vAv§n)) g 2 Stochastic Approximation Process: behaves like
n

the dynamical system w = F(w)
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